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Atomistic computations of electronic properties for nanostructures with strain (such as self-assembled9
quantum dots) typically consist of two components – a calculation of the individual atomic positions and10
the eigenstates of interest in the resulting Hamiltonian.  Such simulations ultimately require artificial11
boundary conditions either through a truncation of the simulation domain or by the imposition of periodic12
boundary conditions, which necessarily introduce inaccuracies in both components of the computation.  In13
simulations that include up to about 20 million atoms, it is demonstrated that the simulation domain trun-14
cation has little impact on the direct computation of the electronic energies but causes considerable inac-15
curacies in the calculation of the atomic positions unless the simulation domain is made much larger than16
the central quantum dot structure.  The long-range nature of the lattice distortions induced by lattice mis-17
match is consequently expected to significantly alter the electronic structure of nearby quantum dots.18

1. Introduction19
As the minimum feature size of nanostructures is reduced to the length of a few monolayers, the enve-20
lope function approximation, which is central to the k.p method commonly used to compute the elec-21
tronic structure of quantum dots, becomes much less reliable [1].  Empirical tight-binding and pseudo-22
potential methods are two alternative approaches that are used to model solids on these finer length23
scales.  We have pursued the tight-binding approach for which accurate determinations of the relevant24
parameters have been available and improved upon over the past decades. We will thereby also benefit25
from our previous developments in Nanoelectronic Modeling (NEMO) [2,3,4].   Yet, even with empiri-26
cal methods the ability to resolve variations on an atomic scale comes with a significant increase in com-27
putational expense.  A typical self-assembled quantum dot contains “only” a few hundred thousand at-28
oms, which constitutes a midsize problem by present day computational standards.  However, in embed-29
ded quantum dots, it is insufficient to consider the quantum dot alone; the surrounding buffer material30
must be included as well.  The total number of atoms that need to be included within the simulation do-31
main to achieve convergence may then be two orders of magnitude larger.  There are two distinct com-32
ponents in an atomistic calculation that includes strain effects – 1) the calculation of the individual33
atomic positions, and 2) the diagonalization of the resulting Hamiltonian operator for the eigenstates of34
interest.  Because of the large computational expense associated with such simulations, it is particularly35
important to identify which component of the calculation contributes most to the convergence of the36
solution.  In this paper, we discuss how the size of the buffer impacts the computation of the ground state37
eigenvalues, and identify the slow convergence of this calculation with respect to the problem size as38
being nearly entirely attributable to the slow convergence of the strain component of the calculation.39

40
2. Model41
Atomistic schemes such as tight-binding offer the potential for more accurate modeling, but one must42
include enough orbitals in the basis set and have a sufficiently large number of parameters (see Tables in43
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the Appendix) to describe their coupling as a function of bond length and bond angle in such a way that1
the bulk properties of a material can be reproduced under arbitrary strain conditions.  Our tight-binding2
simulation employs a 20 orbital basis consisting of s, p, and d orbitals as well as an excited s* orbital,3
which has been shown to accurately reproduce the bulk properties of InAs and GaAs under the sort of4
hydrostatic and biaxial strains typically found in InxGa1-xAs quantum dots [5].  Our model uses a power-5
law generalization of Harrison's d-2 [6] scaling law to account for changes from ideal bond length be-6
tween an anion-cation pair.  The scaling exponents (η in Table 2) are different for each pair of orbital7
coupling but are typically on the order of 2.  Because the basis functions used are orthogonalized Löwdin8
orbitals and not true atomic orbitals, diagonal (self-coupling) elements also obey a power-law scaling9
that is dependent on the location of the nearest neighbors (C in Table 2).  A genetic algorithm package is10
used to fit experimentally determined band edges and effective masses at key symmetry points in the11
Brillouin zone [7,8,9].  The strain scaling parameters are optimized by fitting to results obtained from a12
pseudopotential calculation by Van de Walle [10].  The complete tight-binding parameterization is listed13
in Tables 1 and 2 in the appendix.  The corresponding material properties such as band edges and effec-14
tive masses are listed in Table 3 for InAs (the unstrained bulk material properties for GaAs are the same15
as listed in reference [7]).  Table 3 shows that the associated InAs and InGaAs material properties that16
immediately affect the electronic structure in electronic devices deviate from known reference values by17
only a few percent.  Only the heavy hole masses of InAs appear not to be very well matched with devia-18
tions of 10-20%.  The atomic positions are computed using a valence force model (VFF), in which the19
crystal total strain energy, expressed as a sum over all nearest-neighbor bonds of a local strain energy20
[11, 12] is minimized.21

22
3. Simulation Results23

24
For all simulations in this work, the model structure is a single dome-shaped InxGa1-xAs quantum dot of25
diameter 30 nm and height 5.4 nm embedded in a finite GaAs box, which is intended to approximate an26
infinite domain of GaAs.  Two different compositions of In are considered:  x=1.0 (pure InAs) and x=0.6.27
The quantum dot itself contains roughly 1.2×105 atoms.  We choose free boundary conditions that allow28
for the structure to expand without any external constraints.  Such boundary conditions have been shown29
to yield eigenenergies that are similar to those obtained using periodic boundary conditions [13].30

31
The fundamental question we attempt to answer is how large a domain must be modeled in order to accu-32
rately reproduce the electronic structure of a typical quantum dot in isolation.  Fig. 1 shows the computed33
ground state electron and hole eigenenergies of the In0.6Ga0.4As and InAs QDs described above as func-34
tions of the thickness of the surrounding GaAs medium.  The horizontal and relative vertical scales are35
identical in each of the subfigures, and the bulk GaAs valence band edge is chosen as the origin for the36
energy scale.  Because of memory constraints**, the electronic calculation is limited to a buffer size of 2037
nm, which corresponds to a simulation domain consisting of roughly 9 million atoms.   Since no external38
constraints are imposed on the system, the overall strain within the QD is underestimated from what it39
would be for an infinitely large buffer.  Since the shift in the conduction band edge at Γ is positive for40
compressive hydrostatic strain [14], the electron eigenenergy monotonically increases as the buffer41
thickness increases and the underestimation of strain is reduced.  We observe that for both QDs the elec-42
tron or hole eigenergies have converged to asymptotic values within a few meV and that the alloyed QD43
simulations approach convergence more rapidly.  The differences in computed eigenvalues between the44
16 and 20 nm buffer simulations are 5.5 meV (HH) and 12.2 meV (EL) for the InAs QD.  These values45
are approximately halved for the alloyed QD.  The faster convergence for the alloyed dot is due to the the46
reduction in strain associated with a quantum dot whose average lattice constant more closely matches47
that of the surrounding medium.  These results show that although the number of atoms contained within48

** Simulation was performed on a Beowulf cluster of 32 nodes.  Each node contained two 800 MHz processors and 2GB of
RAM.  See discussion in reference [7].
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Fig 1:  Ground state electron (EL) and heavy hole (HH) eigenenergies as a function of  surrounding
GaAs buffer size for dome-shaped InAs and In0.6Ga0.4As quantum dots.

a QD may "only" be on the order of 105, the number of atoms that must be included in the simulation1
may be two orders of magnitude greater (~9 106 for the 20nm buffer).2

3
The size of the buffer needed for the eigenvalues to approximate those of an infinite buffer to within a4
particular tolerance depends on two effects -- the convergence of the strain calculation with buffer size5
and the convergence of the electronic solution.  We shall demonstrate that the convergence of the strain6
calculation is the principal limiting factor in the overall precision of the electronic solution.  We define7
"local" electron and hole eigenenergies as follows -- for each cation we compute the band minimum at Γ8
for a bulk crystal constructed from the single primitive cell formed by the cation and its four neighboring9
As anions.  These eigenenergies depend only on the relative positions of a cation's neighbors and are10
therefore a direct reflection of the local strain conditions.  Fig. 2 shows electron and hole local ei-11
genenergies for the InAs QDs with 4nm and 24nm buffers†† along two lines of cations.  One line (along12
x) passes through the center of the dot and runs parallel to its base at a height equal to half the height of13
the dome; the other line (along z) passes through the major symmetry axis of the QD normal to its base.14
Only the Γ6 conduction band and Γ8 valence band, which is split into heavy and light hole states, are15
shown.  Clearly, the local electronic states are very poorly represented by the small buffer calculation,16
differing from the 24 nm buffer calculation by up to 200 meV.17

18

†† Note:  Although the electronic calculation limits the maximum problem size on our cluster computer to 20 nm, the strain
component of the computation has less stringent memory requirements so that much larger buffers can be modelled.  We intend to
model even larger systems in the future.
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The plot along the z direction reveals that for the small buffer case, the local electronic eigenenergies just1
above and below the QD are lower than the asymptotic bulk value of 1.424 eV.  This result indicates that2
the GaAs cells suffer a net tensile hydrostatic component of the strain as the GaAs cells stretch in the3
lateral direction to match the larger InAs lattice constant.  For the large buffer, by contrast, the local4
electronic eigenenergies within the large buffer exceed the bulk value, which indicates a net compressive5
strain despite having to match the larger lattice constant of the compressed InAs within the QD.  The6
reason for this result is that the cells above and below the dot cannot be arbitrarily displaced by the larger7
lattice constants in the QD, since they must ultimately match with GaAs cells on the lateral boundary of8
the simulation domain.  The constraint imposed by the cells on the lateral faces of the boundary favors a9
slight vertical expansion of cells within the dot (relative to the GaAs lattice constant) at the expense of a10
net compression along z of the GaAs cells above and below the QD.  The heavy-hole and light hole11
states on the other hand are less affected by the change in strain in the two cases, because the valence12
band deformation potentials for both GaAs and InAs are much smaller than those of the conduction band13
[15].14

15
Fig. 3 shows plots the similar to Fig. 2 but for the alloyed In0.6Ga0.4As QD.  Because of the alloying, the16
local eigenenergies do not form a continuous curve within the QD, but rather a discontinuous set of17
points due to a bi-modal distribution of In-As and Ga-As bondlengths [7].  From the plot of the electron18
eigenenergies along the x direction, one can discern two clusters of points separated by a gap ranging19
from about 1.2 eV to 1.3 eV.  Points above (below) this gap correspond to Ga (In)-centered primitive20
cells.  Of particular note in each subfigure is that the separation in energies within the GaAs buffer be-21
tween the large and small buffers is much less than observed in Fig. 2.  The large strain induced splitting22
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Fig 2:  Electron (top) and hole (bottom) local eigenergies in the x (left) and z (right) di-
rections for 4nm (black) and 24 nm (grey) buffers for an InAs dome-shaped QD.
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of the valence bands along the z-axis even at a buffer length of 24 nm of Fig. 2 is almost relaxed in Fig.1
3.  This is a direct consequence of  reduced strain within the system.2

3
Whilst the full electronic computation is limited to a buffer size of 20 nm because of memory con-4
straints, computation of the minimum local eigenvalue (i.e. band edge) requires that only a strain calcu-5
lation be performed so that larger buffer sizes can be explored.  Since Fig. 2 shows that apart from a6
constant shift the spatial profile of the local eigenvalues along (z) is roughly the same regardless of7
buffer size, the separation between computed eigenvalue and bandedge should be fairly constant, so that8
convergence of the bandedge energy should mirror convergence of the actual eigenvalue.  Fig. 4 plots the9
minimum local eigenvalue (i.e. bandedge) together with the computed ground state energy for InAs.  The10
separation between these two curves is indeed found to be fairly constant, differing by a maximum of 3011
meV for the electron states and 9 meV for the hole states.  The difference between the 20nm and 24nm12
bandedge is about 6meV for the conduction band and 0.2 meV for the valence band.13

14
Figs. 2 and 3 indicate the long-range effects of strain on the local bandstructure.  Fig. 4 clearly shows the15
relation of the local bandstructure energy to the energy of the quantum confined ground states and their16
strong dependence on GaAs buffer. It is interesting to point out the physical difference in the extent and17
local atomic dependence of these different states.  The local bandstructure depends solely on the imme-18
diate atomic neighbors only.  The quantum dot ground states are extended over the central InxGa1-xAs19
quantum dot region, yet they are localized with respect to the surrounding GaAs buffer.  The GaAs20
buffer provides the confinement potential to the extended InxGa1-xAs quantum dot states of interest.  A21
very important issue to raise is the role of the proximity of an infinite wall confinement potential at the22
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Fig 3:  Electron (top) and hole (bottom) local eigenergies in the x (left) and z (right) directions
for 4nm (black) and 24 nm (grey) buffers for an In0.6Ga0.4As dome-shaped QD.
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finite simulation domain.  To address that issue the following numerical experiment was performed: The1
atomic positions were computed for a buffer size of 24nm and the electron and hole ground states were2
computed for different electronic hard wall buffer sizes assuming the atomic positions computed for the3
24nm buffer size.  The results are shown as dotted lines in Fig. 4.  The ground state energies are essen-4
tially constant for buffer sizes greater than 4 nm varying by a maximum of 0.4 meV.  In fact, even a5
buffer of about 1 nm (2 monolayers, not shown in Fig. 4) yields eigenvalues that differ from the infinite6
buffer result by only 8 meV.  This can be interpreted such that the extended quantum dot wavefunctions7
in the InxGa1-xAs quantum dots penetrate into the surrounding buffer layer only a few monolayers deep8
and the corresponding eigenstates is very weakly dependent on the proximity of the electronic hard wall9
boundary condition in the GaAs buffer.  10

11
These results prove that the accuracy of our simulation is limited entirely by the slow asymptotic con-12
vergence of the computation of atomic positions, and not by the electronic portion of the computation.13
An important consequence of this result and a central result of this work is that two quantum dots which14
are separated sufficiently far away that they may be considered electronically uncoupled can still signifi-15
cantly alter each other’s electronic eigenstates through long-range lattice distortions.16

17
4.  Conclusions18

19
We have presented a tight-binding-based calculation of electronic states within a quantum dot and ana-20
lysed its dependence on the size of the simulation domain.  It was found that convergence toward the21
asymptotic solution of an infinite buffer is quite slow with increasing buffer size.  The long-range influ-22
ence of distortions of the lattice on the electronic structure is identified as the principal cause of this slow23
convergence, whereas truncation of the electronic structure simulation domain has relatively very little24
impact on the computed eigenvalues.  The impact of this result is that quantum dots, which are electroni-25
cally uncoupled, may still have a strong influence on each other from the long range of the stain field.26
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Fig 4:  Ground state electron and hole eigenenergies (solid) and minimum band edge (dashed) in
the InAs QD system.  The dotted curve corresponds to eigenenergies computed using atomic
positions determined from  a strain calculation with a buffer size of 24 nm encompassing roughly
20 million atoms.
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 Table 1 InAs/GaAs tight-binding parameters
in sp3d5s* model.  All units are in eV except for
lattice constant in Ångstroms.

Parameter GaAs InAs

Esa -5.50042 -5.50042
Epa 4.15107 4.15107
Esc -0.24119 -0.53824
Epc 6.700776 7.76234
Es*a 19.71059 19.71059
Es*c 22.66352 18.76447
Eda 13.03169 13.03169
Edc 12.74846 13.44722
λa 0.17234 0.17234
λc 0.02179 0.13967
ssσ -1.64508 -1.53021
s*s*σ -3.67720 -3.99086
sa*scσ -2.20777 -2.31717
sasc*σ -1.31491 -1.36162
sapcσ 2.66493 3.18532
scpaσ 2.96032 2.37527
sa*pcσ 1.97650 2.34216
sc*paσ 1.02755 0.60111
sadcσ -2.58357 -2.27077
scdaσ -2.32059 -1.87451
sa*dcσ -0.62820 -0.67754
sc*daσ 0.13324 -0.21773
ppσ 4.15080 4.49803
ppπ -1.42744 -1.41734
padcσ -1.87428 -1.80534
pcdaσ -1.88964 -2.12734
padcπ 2.52926 2.43089
pcdaπ 2.54913 2.52183
ddσ -1.26996 -1.34592
ddπ 2.50536 2.67210
ddδ -0.85174 -0.45412
a 0.565320 0.60583
Eshift 27.00000 27.00000

Table 2 InAs/GaAs tight-binding dimensionless
scaling exponents and diagonal parameter shift
constants defined in Ref [5,7].

Parameter GaAs InAs

ηs,s*σ 0.00000 0.00000
ηs*,s*σ 0.21266 0.34902
ηs,sσ 2.06001 1.87635
ηs,pσ 1.38498 1.25042
ηp,pσ 2.68497 2.73407
ηp,pπ 1.31405 1.32992
ηs,dσ 1.89889 1.65530
ηs*,p 1.39930 1.11454
ηp,dσ 1.81235 2.32014
ηp,dπ 2.37964 2.57895
ηd,dσ 1.72443 2.00323
ηd,dπ 1.97253 1.84572
ηd,dδ 1.89672 2.07788
ηs*,dσ 1.78540 3.00000
Cs,s 0.58696 0.25331
Cs*,s* 0.48609 0.00000
Cs*a,sc 0.88921 2.97410
Csa,s*c 0.77095 2.99811
Csa,pc 0.75979 0.93102
Csc,pa 1.45891 3.00000
Cs*a,pc 0.81079 0.00000
Cs*c,pa 1.21202 2.24414
Csa,dc 1.07015 0.00001
Csc,da 0.38053 3.00000
Cs*a,dc 1.03256 0.00000
Cs*c,da 1.31726 0.00000
Cp,p 0.00000 2.36738
Cpa,dc 1.61350 0.15676
Cpc,da 0.00000 0.49725
Cd,d 1.26262 0.16244

Appendix1
Table 1 lists the sp3d5s* tight binding model parameters needed for the construction of the unstrained2
Hamiltonian.  Table 2 lists the strain scaling parameters corresponding to the model presented in detail in3
references [5,7]. Table 3 presents the unstrained bulk material parameters for InAs and In0.5Ga0.5As.  In4
this work we have improved the behavior of InAs subject to hydrostatic strain compared to reference [7]5
by fitting the In-As coupling matrix elements, the In on-site elements together with the strain parameters6
η  and C.  The alloy In0.5Ga0.5As is included in the optimization process within the limits of a virtual7
crystal approximation in order to guarantee proper alloy mixing behavior.  We have found in the past that8
excellent binary component fits to GaAs and InAs alone may still result in a bad parameterization for the9
InGaAs alloy in the VCA as well as random distribution approach.  It is pointed out here explicitly that10
the VCA approach is only used in the parameterization and that the full 3-D simulations do not make use11
of that assumption, resulting in noisy local potentials as described in Figure 3.12
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Table 3  Experimentally available InAs and In0.5Ga0.5As properties derived from tight-binding pa-
rameters in Table 1 with values targeted by the genetic algorithm.

InAs Parameter Value Target Rel. Error (%)

Eg(Γ) 0.3705397 0.37000 0.15
Ec(Γ) 0.5908215 0.59570 0.82
Vhh 0.2202818 0.22570 0.54
∆so 0.4024390 0.38000 5.90
me*[001] 0.0232215 0.02390 2.84
mlh*[001] -0.0274066 -0.02730 0.39
mlh*[011] -0.0265158 -0.02640 0.44
mlh*[111] -0.0262440 -0.02610 0.55
mhh*[001] -0.3105819 -0.34480 9.92
mhh*[011] -0.5015785 -0.63910 21.52
mhh*[111] -0.6237285 -0.87640 28.83
Ec(X) - Ec (Γ) 1.8610995 1.91000 2.56
kX 0.9950000 0.90000 10.56
Ec(L) – Ec(Γ) 1.1631529 1.16000 0.27
kL 1.0000000 1.00000 0.00
E(Γ6v) -12.9315017 -12.30000 5.13
E(Γ6c) 0.3705397 0.37000 0.14
E(Γ7c) 3.6640374 4.39000 16.54
E(Γ8c) 3.9591610 4.63000 14.49
E(X6v) -2.4442016 -2.40000 1.84
E(X7v) -2.3445616 -2.40000 2.31
E(X7c) 2.8460917 2.50000 13.84
E(L4v) -10.8116909 -10.92000 0.99
E(L5v) -5.3983166 -6.23000 13.35
E(L6v) -1.3684759 -1.20000 14.04
E(L7v) -1.0710516 -0.90000 19.01
E(L6c) 1.5336926 1.50000 2.25
E(L7c) 4.2050934 5.40000 22.13

InGaAs Value Target Rel. Error (%)
Eg(Γ) 0.8933567 0.897000 0.41
Ec(Γ) 1.0083650 1.009850 0.15
Vhh 0.1150083 0.112850 1.91
Vlh 0.1150083 0.112850 1.91
Vso -0.2486715 -0.247150 0.62
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